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AGENDA OVERVIEW

Glory 1 (6F)

In front of the

10:00-13:00

Regstration & MaterialsCollection

Kalbis Institute

13:30-17:00

Opening Ceremon& Academic Visit

September 19, 2019 ( Thursday)

Morning

Regstration & Materials Collection

08:30:09:30
09:3009:40 Announcement
09:4010:20 Keynote Speech

@ Glory 1 ( 6F)
10:20-10:50 Group Photo & Coffee Break
10:50-11:30 Keynote Speech
11:30:12:00 Invited Speech

Restaurant 12:0013:30 Lunch

September 19, 2019 (Thursday)

Afternoon

Session I: Computer and Information Syste

13:3015:15
@ Glory 1 (6F) 15:1515:30 CoffeeBreak
15:30:18:00 Session II: Data Analysis and Data Process
Restaurant 18:00-20:00 Dinner

September 20, 2019 ( Friday)

J&arta, Indonesia 09:0017:00 Social Program




VENUE

Hotel Ciputra Jakarta

Website:https://www.hotelciputra.com/
Add:Jalan Letnan Jenderal S. Parman, Jakarta, 11470, Indonesia

() How to getto the Hotel Ciputra Jakarta from Soekarno-Hatta International
Airport?

0 The fastest wayTaxi

ﬁ Taxi-----Around50 minutes

U Theeconomicalay. KA Bandaraf Tangerang linef Walking

Get on theKA Bandara at the Soekarno-Hatta Airport Railway Station
$
Get off atBatu Ceper Station
$
Get on theTangerang line (7 Stations)
$


https://www.hotelciputra.com/

VENUE

Get off atGrogol Station

$
Walking toHotel Ciputra Jakarta (1.2KM)

va

'.Weather @Time Zone: GMT+8
High Temperature33N %
Low Temperature: &N € Currency: IndonesiarRupiah

@

Important Phone Numbers
Police- General Emergencie$10
Ambulance and Rescu&l8

Fire 113

Tourist Police (Jakartgp21) 526 4073



DETAILED AGENDA

[September 18, 2019]

10:00-13:00
E/} Registration & Materials Collection

@ In front of the Glory 1 ( 6F )

@ Give your Paper ID andto the staff.
(* Please show yourcceptance letter / passport so that the staff ould confirm your identity)

N/

% Sign your name in the attendance list and check the paper information.

@Check yourconference kit, whichincludesconferencebag, name taglunch & dinnercoupon,
conference program, theeceiptof the payment, the USB of paper collection and a pen.

= Tips for Participants

O Yourpunctualarrivaland active involvement in each session will be highly appreciated

O Thelistenersare welcome toregister at any working time during the conference

O Getyour presentationPPT or PDF files prepared

O Regulaoral presentation:15 minutes(including Q&A)

O Laptop(with MSOffice & Adobe Reader), projector & screen, Igseinter will be providedby
the conference organizer

O For personal and property safety, only the person wearing the name tagdcenter the

conference rooms



DETAILED AGENDA

[September 18, 2019]
13:30-17:00

E’.f Opening Ceremony & Academic Visit

@ Kalbis Institute

Assembly Point: Lobby ofHotel Ciputra JakartfPick-up time: 13:30
* Please meet ui the Lobby of Hotel Ciputra Jakatafore 13:20

13:30—-15:00 | Pick up participants frorklotel Ciputra Jakarti Kalbis Institute

15:00—-15:30 | Traditional dance by Kalbis Institute students

15:30-15:45 | Welcome Speech Rector of Kalbis Institute

Speech- Conference Chair

15:45-16:00 Opening Ceremony Conference Chair and RectorKilbis Institute

16:00-16:15 | Coffee Break

16:15-17:00 | Academic Visit & Warm up Program

17:00 Drop participants tdHotel Ciputra Jakarta




DETAILED AGENDA

[September 19, 2019]

Morning

r_.'/} Opening & Keynote Speeches & Invited Speech

@ Glory 1 ( 6F)

09:30-09:40

Announcement

Dr. Hadi Sutopo
Kalbislnstitute, Indonesia

09:40-10:20

Keynote Speech |

Prof. James Tin-Yau Kwok
Hong Kong University of Science and Technology
Speech Title: Compressindpeep Neural Networks

10:20-10:50

=)
[

t%bCoffee Break & Group Photo

Poster Display
A1005

10:50-11:30

Keynote Speech Il

Prof. Jianjun Li
Hangzhou Dianzi University, China
Speech Title: GazeEstimationand EyeTrackwith CNNNetworks

11:30-12:00

Invited Speech

Assoc. Prof. Jarot S. Suroso
BinaNusantaraJniversity,Indonesia
Speech Title: Monitoring and Evaluationof Information Systemof
Soybean Basedn SMS Gatewayo Support Early Warning Systeof
Soybean Production

Lunch @ Restaurant
<12:00-13:30>

Note: Lunchcoupon is needed for entering the restaurant.




DETAILED AGENDA

[September 19, 2019]
Afternoon

'L\'/} Parallel Sessions

@ Glory 1 ( 6F)

Session | - Computer and Information System
13:3015:15 Chaired byprof. I-Shyan Hwang
@ Yuan Z&Jniversity, Taiwan

7 Presentations
A3006, A3010, A1010, A1012, A1022, A3017, A3025

15151530 e Coffee Break
Session Il - Data Analysis and Data Processing
15:30-18:00 Chaired byProf. Yoshihiro Mitani
| National Institute of Technology, Ube Collegapan

10 Presentations

Dinner @ Restaurant
<18:00-20:00>
Note: Dinnercoupon is needed for entering the restaurant.

A3018 A3008 A3005 A3022, A1009, A1021, A1019, A3019, A3021, A3024



DETAILED AGENDA

[September 20, 2019]
09:00-17:00

.] .
[:q Social Program

Ay

A}

N

Assembly Time: 08:50
Assembly Point: Lobby of Hotel Ciputra Jakarta

Overview
Jakartaimgr eat place to |l earn more about I ndones
and unique heritage of Indonesia. There are many historical placepthab ve t hat | nd

great history took place in Jakarta. The historical tour presents the uniqueness of Jakarta City

with various kinds of history, culture and tradition.

Included I Not Included
- Bottled water - Lunchand Dinner
- Air-conditioned vehicle - Personal expenses such as souvenirs

- Private transportation

A}

Note
- This social program is optional and chargeable.
- If you are interested, please give your feedbaekore September 10. If you miss this date,

we can’'t accengnmoreyour request



WELCOME

Dear distinguished delegates,

It is our great honor and pleasure to welcome you 2019 12th International Conference on Advanced
Computer Theory and Engineerifi@ACTE2019) and2019 2nd International Conference dachine Learning
and Machine Intelligenc@MLMI2019)which will beheld inJakarta, Indonesiduring September 180, 2019

The evaluation of all the papers was performed based on the reports from anonymous reviewers, who are
qualified in the field oAdvanced Computer Theory and Engineeriligchine Learning and Machine Intelligence

As a result of their hard work, we are pleased to hacegted 18 presentations(including one poster
presentation)in this program The presentations are divided int® breakout sessionswith topics including
Computer and Information Systemata Analysis and Data Processing

A word of special welcome @iven toour keynote speakersand invited speakewho are pleased to make
contributions to our conference and shareeih new research ideas with us. They &m®f. James T. Kwdiom
Hong Kong University of Science and TechnolBgyf. Jianjun Lrom Hangzhou Dianzi University, Chigad
Assoc. Prof. Jarot S. Surdsam Bina Nusantara University, Indonediéesides kgnote speechesinvited speech
and parallel sessionsur conferences also highlighted bthe Opening Ceremony & Academic Visithe Kalbis
Institute in the afternoonof September 18

We'd |ike to express our heartfelt appreciation to
organizing committee members, authors and delegates, who made a lot of efforts and contributions year by
year. Thanks to your support and help, wan hold this conference successfulpnd always keep making
progress.

We believe that by this excellent conference, you can get more opportunity for further communication with
researchers and practitioners with the common interest in this fialatd your suggestions are warmly welcomed

for the further development of the conferences in the future. Wish you have a fruitful and memorable
experience idakartalndonesia.

We look forward to meeting you again nepdar.

Yours sincerely,
Conference Organizi@ommittee



KEYNOTE SPEAKERS

Prof. James T. Kwok (IEEE Fellow
Hong Kong University of Science and Technology

Prof. Kwok is a Professor in the Department of Computer Science and Engineering, Hong
Kong University of Science and Technoldtg.received his B.Sc. degree in Electrical and
Electronic Engineering from the University of Hong Kong and his Ph.D. degree in computer
science from the Hong Kong University of Science and Technology. Prof. Kwok served/is
serving as an Associate Editor fthe IEEE Transactions on Neural Networks and Learning Systems,
Neurocomputing and the International Journal of Data Science and Analytics. He is an IEEE Fellow.

Speech Title--- Compressing Deep Neural Networks

Speech Abstract---Deep neural networks haveebn hugely successful in various domains, such as computer
vision, speech recognition, and natural language processing. Though powerful, the large number of network
weights leads to space, time and energy inefficiencies in both training and inferenbtés talk, we will discuss
recent attempts that try to reduce the model size. These include sparsification, quantization with fewer number
of bits, lowrank approximation, distillation, and neural architecture search. They can greatly reduce the network
siz, and allow deployment of deep models in resoucomstrained environments, such as embedded systems,
smart phones and other portable devices.

10



KEYNOTE SPEAKERS

Prof. Jianjun Li
Hangzhou Dianzi University, China

Prof Jianjun Li received the PhD degree in Electdeed Computer Engineering from
Windsor University, Canada. He is now serving as a chair professor of School of Computer
Science and Technology in Hangzhou Dianzi University. He is also the director of Institute
of Graphic and Image. Before this, Dr.Li vearkn National Audiology Center (NCA) of
Canada from 2003 to 2005, Mitsubishi Electronics Research Laboratory (MERL) of U.S.A
from 2005 to 2006, Ecole polytechnique fédérale de Lausanne (EPFL) of Switzerland from 2006 to 2007 as a
visting scholar. He workein Ambroda Ltd. for video coding stream processing of U.S.A from 2007 to 2010 as a
senior engineer. From 2010 to 2012, Dr.Li worked as an assistant professor in Bilkent University and Ankara
University, Turkey. In the meantime, he worked forF=Bow Heizon 2020) 3D project as a research fellow.
Professor Li has worked in many different topics in computer vision, multimedia image processing, video coding
and deep learning and published more than 50 papers in international conferences and journalbaoic2He

also has 3 contributions adopted by ISO/IEC Movie Picture Experts Group (MPEG) as a part of Reconfigurable
Video Coding (RVC) standard. Dr.Li worked with International Institutes and Enterprises for more than 10
projects during his stay in abroddr more than 10 years. He now works on the National Science Foundation
(NSFC) of China, National institutes and other Enterprises on more than 20 projects and holds 20 patents.

Professor Li is also the recipgénschbdblaevandl t Awacd:
i nnovation team of Zhejiang province in “3D indust
reviewer of many international journals and hold keynote speaker and committee member of many
internationalconferences.

Speech Title--- Gaze Estimation and Eye Track with CNN Networks

Speech Abstract--- Eye tracking and gaze estimation can improve the lives of people in many aspects, for
example, people with motor disabilities by providing an intuitive awthvenient input method, or provide
detailed insights into users' attention. Also, gaze estimation in a-inpasive manner can make
humancomputer interaction more natural, so it is also used in activity recognition, game and htonguuter
interaction, etc... Traditionally, eye tracking devices are expensive and have dedicated hardware, such as Tobii,
Eyelink, SMI and so on. It has more needs for estimating gaze direction only frontestdution image of eyes.

The difficulty of this task increases Wwibackground noise, less ideal illumination conditions, ambiguity, motion
blur and a smaller number of pixels in determining the extent of the eyeball or shape of the iris. To determine
the direction of gaze under the challenges: (1) low sensor qualityn&nown/challenging environments, (2)

large variations in eye region appearance, (3) lacking context or sense of distance/depth, and (4) physical
differences between individuals, variations in head pose, or situational changes in decorations such as
eyeglases or cosmetics. It is appealing to adopt convolutional neural networks (CNN) with large amounts of
data to solve the task of eye gaze direction estimation. Several datasets and works have been introduced in
recent years.

11



INVITED SPEAKER

Assoc. Prof. Jarot S. Suroso
Bina Nusantara University, Indonesia

Dr. Ir. Jarot S. Suroso, M.Eng., Associate Professor of Magister Management of
Information System at Bina Nusantara University Jakarta, Indonesia. Doctor of educati

from Jakarta State University, Indonesia and also Doctoral Sandwich of Competitive
Intelligence from Aix Marseille University France. He is graduated from master degree of
Ecol e Superiere d’'" I ngenieur de Marseill e
Ektrotechnique Department Hasanuddin University, Makassar Indonesia. His major research interests include
management information system, competitive intelligence, distance education, knowledge management,
computer network, dearning, multimedia and resedrcmethodology. He wrote several texbooks such as:
Strategic Knowledge Management, Information Sysstesm Leadership, Information System Quality Assurance and
Control also Multimedia System. He has 6 Intelectual Capital from Directorate General of InteRrojperty.

Now he has 25 papers, published and indexed by scopus. This year he has several researchs such as
Implementation of Knowledge Management, Development of Monitoring and Evaluation System for Agriculture
and also Implementation of Quadcopter Deofor Emergency Situation.

Speech Title--- Monitoring and Evaluation of Information System of Soybean Based on SMS Gateway to

Support Early Warning System of Soybean Production

Speech Abstract--- Development ofMonitoring Information System Evaluation of Soybean Based on SMS
Gateway to Support Early Warning System Soybean Production aims to assist data collection officers in the field
to help monitor the area of cultivation, harvested area, and soybean prodiyctvivillage, sulistrict, district

and province levels . This system is needed to replace the old system that still uses manual correspondence. This
Information System Development using System Development Life Cycle (SDLC) method. Using the Monitoring
Information System of Evaluation of Soybean Cultivation Based on SMS Gateway can improve the quality and
control of monitoring, evaluation, transparency, and help policy makers to take decisions to support the Early
Warning System of Soybean Production.

12



SESSION I

September 19, 2019

Session |

[Computer and Information Systgm

© 13:30-15:15
© Glory 1 (6F)

Chairedby Prof. IShyan Hwang

Yuan Ze University, Taiwan

7 Presentations—
A3006, A3010, A1010, A1012, A1022, A3017, A3025

*Note:
U Pease arive 30 minutes ahead of the sessions to prepare and test your PowerPoint.
U  Certificate of Presentation will be awarded eachpresenter by the session chaithen the session is over.
U  One Best Presentation will be selected from each parallel session and theraf best presentation will

be announced and awarded when the session is over.
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SESSION I

A3006
13:30-13:45

Finding the Unique Permutation Matrix for Reverse Order Kronecker Product Intuitively
Muhammad G. Ali, Shoab A. Khan and Sajid G. Khawaja
NationalUniversity of Sciences and Technology, Pakistan

Abstract---With the adverse research in field of engineering and technology, the use of Kror|
product highlighted from many aspects by researchers in different fields of science, esp
considering djital signal processing where Discrete Fourier Transform plays a supreme rol
transform can be performed using Kronecker product in an iterative way. The implementat
DFT using this product needs a reverse order multiplication that can easitatbredfor by
applying few techniques of linear algebra i.e. by using a unique permutation matrix, o
original Kronecker Product The per mutation matrix obta
columns from an identity matrix. A total of n! permutation matrices will be obtained using
methodology. This paper presents a technique for finding the unique permutation matrix firg
matrices. This uniquely identified permutation matrix is used to attain the reverse (
Kronecker product without using the same technique, as used for obtaining the original Krol
product.

A3010
13:45-14:00

Gnutellabased P2P Applications fori$Bver TWDMPON Architecture
Anish Sahi-Shyan Hwang, Ardian Rianto, Andrew Fernando Pakpahan and Andrew Tanny L
Yuan Ze University, Taiwan

Abstract---Demands for Peeto-peer (P2P) applications are rapidly growing to become the T
popular bandwidth consumers in the world. Among the various P2P applications, Gnutella
most popular unstructured P2P networks allowing the sharing of files at a higty rate.
TWDMPON has been regarded as the promising solution to meet the higher bandwidth der,
nextgeneration passive optical network (NE®ONZ2). It provides flexibility to support multip
services to multiple organization on the same fiber. SDNtwace-defined networking) is the
emerging technology that decouples the control and data plane and centralized the ne
intelligence at one place. As a result, the operators get programmability, automation and ne
control to manage a network thatdely adapts the changes needed to the business. In this p
a new Gnutella application for SDN over TWBMIN architecture is proposed that the OLT ¢
ONU are capable of handling the Gnutella traffic generated by Gnutella applications, al
Gnutella Engine Manager is controlled by -8éntroller. The proposed mechanism is able
reduce the huge bandwidth waste caused by flooding controlling messages, guarantg
success of query and also localize the Gnutella inter and intra traffic between P@Nimbprove
the quality of services (QoS) in terms of the mean packet delay, jitter, system throughpt
packet dropping.

A1010
14:00-14:15

ALTBased Route Planning in Dynamic Fbependent Road Networks
Famei He, Yina XXuren Wang, Anran Feng
Capital Normal University, China

Abstract---In order to solve the path planning problem of tirdependent road networKTDRN)
an dynamic A* landmarks triangle algorithm(ALT) is proposed based on landnmaried
techniqgue and shorpath tree(SPT). Therare three main contributions: (1) constructing tk
shortest path tree in the preprocessing stage and calculating the distance between the lan

14
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SESSION I

and other nodes; (2) using the dynamic shortest path tree to optimize the query in
point-to-point heurigic path planning process; (3) When the edge weight of the network char
the shortest path tree is dynamically updated, and the structural characteristics of the tre
used to reduce the redundancy calculation. Experimental results indicate th&Ahd algorithm
not only outperforms the ALT implementation in peiotpoint shortest path problem as th
average query time is reduced by up to 51.71%, but also computes economically for ug
shortest path tree compared with previous dynamic updatgoathm as the average updat
times for increments are reduced by up to 9.90% with less modifications.

A1012
14:15-14:30

NMFbased DCG Optimization for Collaborative Ranking on Recommendation System
Noor Ifada, Dziyaur Rohman Miftah Alim, Mochammigdutsar Sophan
University of Trunojoyo Madura, Indonesia

Abstract---A recommendation system predicts a toplist of items that a target user might lik
by considering t he user's previous rat
recommendationby developing a method that implements an Nfd&sed DCG optimization fq
collaborative ranking. Three main processes are applied to calculate the rating predicti
making the list of top item recommendations: constructing the user profile, initialgsithe
latent-factor models using NMF (Né¥egative Matrix Factorization), and further optimising t
models based on the DCG (Discounted Cumulative Gain). Extensive evaluations show
proposed method beats all baseline methods on both the Precsi@hNDCG metrics. This fg
confirms that NMFbased DCG optimization is an effective approach to enhance
recommendation performance and to deal with the sparsity problem.

A1022
14:30-14:45

Hydrological Time Series Prediction Model Based on Atteht®HV Neural Network
Yiran Li, Juan Yang
Beijing University of Posts and Telecommunications, China

Abstract---Constructing predictive models with neural networks has always been the foc
research in chaotic time series prediction. Since Hinton proposed the concept of deep lear
2006, the development of neural networks is getting faster and faster, andriaty of neural
networks appear. Among them, RNN neural network and LSTM neural network are applie
fields of our daily life for the property of watkocessed time series. Therefore, we use LS
neural network to construct our model, and optimitee model by Attention mechanism t
establish an Attentiors,STM hydrological time series prediction model. The experimental re
show that the AttentionALSTM model has better improvement in the mean square error
absolute error of the predicted vadis than the common LSTM model and the traditional
model. And due to the introduction of the Attention mechanism, it can highlight the key fa
to some extent. influences.The experimental results show that the Attedt®hM model has th
advantages bhigh prediction accuracy and small lag error, which is helpful for the applicati
deep learning algorithm in hydrological time series prediction.

A3017
14:45-15:00

Designing a Digital BsmySmarhlD Fr ameV
Desiree I. Cendana
University of Pangasinan, Philippines

Abstract---The rise of digital payment has proliferated the business industry. In fact, cas
payment in developed countries have been one of the norms to improving services, ma

15



SESSION I

easier for the management tensure timely payment collection. The main objective of the st
was to design a digital payment framework for Higher Educational Institutions in the Philig
to improve the services, payment transactions and solve behavioral issues of studentdimg
their school fees by converting student ID into Smart ID. Atgsted questionnaire was used f(
data collection and 288 participants among students, parents/sponsors was drawn using sn
purposive sampling. A combination of qualitative and gitative method was applied to preser
the data and validate the findings. Results revealed that 9% among 6596 total enrolled st
had remaining balance at the end of the semester. Whereas 66% scholars agreed to fail in
their fees on time due t@ome priorities (WM=3.24). Consequently, 63.3% (N=100) were uf
to pay their tuition fee on time because they were unable to manage their money vs. pel
expenses. Also, 60.9% (N=50) were unable to get their exam permit forékan3 period ever
fees were fully settled. Moreover, 75% among parents working abroad preferred the use of
card for payment to ensure that money is consumed to tuition fee payment as to where
intended. Whereas, the HEI ' s p o gdchnologyereliés®en
their partnership with banks to suffice the facilities for tap machines, card scanner/reader a
the overall software and infrastructure. Study further concludes that the implementatio
smart ID may possibly contribute to eduatal environment giving them the assurance th
school fees are paid on time and the advocate to promote a sense of responsibility for stt
to prioritize their financial obligations.

A3025
15:00-15:15

The Tourist Attractions Recommender System ingBak Thailand
Pasapitch Chujai, Jatsada Singthongchai, Surakirat Yasaga, Netirak Suratthara and Khatth
Buranakutti
King Mongkut’'s University of Tech

Abstract---The objective of this research is to design, develop and evatoatésts' satisfaction
with the tourist attraction recommendation system in Bangkok, Thailand. We have four
stages for the tourist attraction recommendation system. The first stage is to fill imputed m
value with association rules and multiplaputations. The second stage is constructed the tou
attraction recommendation model by ranking the tourist attraction with a ranking method
similarity measurement's the personal recommender system with cosine algorithm. The
stage is to desigand develops the personal recommender website. And the last stage, eva
the personal recommender system with four measurements: accuracy, precision, recal
f-measure. The experiment results from the sample of thirty peoples found that the tg
attraction recommendation system can recommend a tourist attraction that meets the nee
340 times, recommend a tourist attraction but not meets the needs of 105 times,
recommend a tourist attraction but meets the needs of 77 times, and not recemaha tourist
attraction that not meets the needs of 708 times. The results show that the tourist attra
recommendation system has satisfactory performance and reliability with high accy
precision, recall, and-rheasure values at 85.20%, 81.539%6,40%, 78.89%, respectively.

addition, it was found that the satisfaction of users towards the system was at a high level
a value of 4.60. That means that the proposed tourist attraction recommendation system ¢
recommended personal preferensas well.

Coffee Break
<15:15-15:30>

16



SESSION II

September 19, 2019

Session |l
[Data Analysis and Data Proces$ing

© 15:30-18:00
© Glory 1 (6F)

Chairedby Prof. Yoshihiro Mitani

National Institute of Technology, Ube College, Japan

10 Presentations—
A3018, A3008, A3005, A3022, A1009, A1021, A1019, A3019, A3021, A3024

*Note:
U Pease arive 30 minutes ahead of the sessions to prepare and test your PowerPoint.
U  Certificate of Presentation will be awarded eachpresenter by thesession chaiwhen the session is over.
U One Best Presentation will be selected from each parallel session and the author of best presentation will

be announced and awarded when the session is over.
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SESSION II

A3018
15:30-15:45

Motorcycle Parts Sales Forecastliging AuteRegressive Integrated Moving Average Mode
Martinus Maslim, Ernawati and Komang Arinanda
Universitas Atma Jaya Yogyakarta, Indonesia

Abstract-1In the business world, the need for the availability of goods is critical, especig
motorcycleworkshops. The goods availability is related to problems with customer trust, lg
capital, and storage warehouse capacity. Therefore, the ability of decision makers to pred
number of sales in the coming period is essential to be able to detertia procurement of
goods more precisely. There is a method called ARagressive Integrated Moving Avera
(ARIMA). This method is one model that can be used to forecast sales based on sales tim
data in previous periods. The forecasting impletadon with the ARIMA model can be dor
using the Pmdarima 1.1.0 library for Python. The test in this study uses sales data
motorcycle parts from January 2017 to February 2019. Forecasting is done to
decisionmakers in determining the amount gfrocurement of goods to meet the sales of t
next three periods.

A3008
15:45-16:00

Enhancement of Old Document Image After Restoration With Morphological Approach
Ridha Sefina Samosir
Kalbis Institute, Indonesia

Abstract---An old document contains important information about culture, heritage and

story. Quality decreasing of old document images is caused by method and time storing
ink or paper quality, and digitizing process failure. Quality decreasing meampfearance som
noise such as printed writing, widened ink, fading paper colour, some missing text and som
caused of bad digitizing process. This study aims to do additional operation after restoratior|
morphologycal approach. Morphologycapmoach is used to improve image quality aff
restoration process. Restoration use filtering algorithm. Evaluation technique for this stud
statistic approach through calculation average percentage. Morphologycal give best result
document imags with noise such as widened ink and dirty background. But not good er
results for old document images with printed graffity from back side which appear in front
because input image contains italic character.

A3005
16:00-16:15

Meteorological Viwility Estimation by using Mulupport Vector Regression Method
Wai Lun LO, Meimei ZHU and Hong FU
Chu Hai College of Higher Education, Hong Kong

Abstract---Meteorological visibility measures the transparency of the atmosphere or air a
provides important information for road, flight and sea transportation safety. Problem of polly
can also affect the visibility of a certain area. Measurement and esbmaf visibility is a
challenging and complex problem as visibility is affected by various factors such as dust,
fog and haze. Traditional digital imagased approach for visibility estimation involve applicati
of the meteorology law and matmeatical analysis. Digital imagased and machine learnin
approach can be one of the solutions to this complex problem. In this paper, we propg
intelligent digital method for visibility estimation. Effective regions are first extracted from
digital images and then classified into different classes by using Support Vector Machines

18



SESSION II

Multi-Supported Vector Regression (MSVR) models are used to predict the meteoro
visibility by using the image features values generated by VGG Neural Ket8dR machin
learning method is used for model training and the resulting system can be use
meteorological visibility estimation.

A3022
16:15-16:30

Application of KMeans Algorithm for Consumer Grouping
Joanna Ardhyanti Mita Nugraha
UniversitasAtma Jaya, Indonesia

Abstract---Sales fluctuations are risks that must be faced by business people, PT. Gunun
Success experienced this in 2016, with GAP being quite high. By giving rewards t
customers, it is expected to stabilize sales ia ttext period. So the company needs custon
grouping based on customer loyalty to reward. The application of data mining can be useq
analysis to determine the loyal customer inventory according to the total purchase. In the
mining method, the lustering algorithm is one of the most popular to use where the o
belonging to the same cluster will be close to each other and will be far from the data

another cluster. The results obtained in the form of customer information with criteriaayatl|
loyal, and very loyal based on sales data in 2016. Also, customer criteria information frg
clustering process can be used as a reference to determine the reward for customers.

A1009
16:30-16:45

Cirrhosid. i v er Cl anB-Naddiitmdound Imagdsy Convolution Neural Networksith
Augmented Images
Yoshihiro Mitani, Robert B. Fisher, Yusuke Fuijita, Yoshihiko Hamamoto, and Isao Saka
National Institute of Technology, Ube College, Japan

Abstract—-l n t he med i & &ik desirabte doi davglop ftanputaided diagnosis(CAL
systems. They are useful as a second opinion, and to objectively and quantitatively
diagnoses. In this study, we focus on liver ultrasound images. The cirrhosis liver is expe
progressto a liver cancer in the worst case. Therefore, we are investigating a CAD sys
identify the cirrhosis liver sooner. In this paper, in order to classify cirrhosis or normal liv
regions of interest(ROIs) image fromni®de ultrasound images, we havproposed to use ¢
convolution neural network(CNN). CNNs are one of promising techniques for medical

recognition. In a previous study, we tried to classify the cirrhosis liver using a Gabor fe
based method, a higher order local autorrelatin(HLAC) feature based approach and
i mproved ver sion. However, t he cl assi fic

results were poor. The average error rates were still over 40%. In order to more accy
classify the cirrhosis liver, we haegplored the use of the CNNs. The experimental results s
the effectiveness of the CNNs. Further mo

performance of the CNNSs is improved.

A1021
16:45-17:00

Content based Image Retrieval with Rocahligorithm for Relevance Feedback using 2D Ima
Feature Representation
Indah Agustien Siradjuddin, Aryandi Triyanto, Mochammad Kautsar S.
University of Trunojoyo Madura, Indonesia

Abstract---This paper presents Content based Image Retrieval with Relevance Feedb
retrieve relevant images based on an image query. Three main steps are proposed, first,
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2D feature representation of an image query and image database using the lrgdtator
CoOccurrence MatrixThis feature extraction method captures two features simultaneou
they are color and texture features. Second, compute cosine similarity measurement to re
similar images between features of an image query and featufesdl amages in the databast
Third, update the query features using R
and recalculation of the cosine similarity between the updated feature of query and feadir
all images in the databas&xpeiments are conducted using Corel Image database that con
of 1000 images from ten classeEhe proposed model for retrieving similar images achie
higher performance accuracy compare to the Content based Image Retrieval without Rels
feedback.

A1019
17:00-17:15

Spam Detectiotsing Clusteringpased SVM
Darshit Pandya
Indus University, India

Abstract---Spam detection task is of much more importance than earlier due to the increg
the use of messaging and mailing services. Efficient classification in such a variety of mess
comparatively onerous task. There are a variety of machine learngayithims used for span
detection, one of which is Support Vector Machine, also known as SVM. SVM is widely

classify textbased documents.Though SVM is a widely used technique in docunm
classification, its performance in the spam classificatsomot the best due to the uneven densi
of the training data. In order to improve the efficiency of SVM, | introduce a clustbasgd SVM
method. The training data is pqg@ocessed using clustering algorithms and then the S
classifier is implementedrothe processed dataset. This method would increase the perform
by overcoming the problem of uneven distribution of training data. The experimental re
show that the performance is improved compared to that of SVM.

A3019
17:15-17:30

Development oWisualization Scoreboard for Four Disciplines Execution Visualization of Jo
Publication on Mobile Devices
M. Rusli, H. Sutopo, E. Winarso and F. Huzam
Kalbis Institute, Indonesia

Abstract---This study aims to develop scoreboard visualizasisr-ouDisciplines Execution too
on mobile devices, tomprove the smooth processing of the journal publication. jng a
scoreboard that can be accessed on a mobile devicejolmmal editor team can always monitg
the achievement of thgrocess that hasden obtained, and see what should dort@intain the
journal to be published in the certain time. Thesearch was conducted using Multimed
Development LifeCycle according to Luther. The results show that inibile-based scoreboar
visualization can é used properly.The results of this study can be a basic consideration
completing tools to monitor an activity in journal managemeémtvoid the delay in publishing
journal.

A3021
17:30-17:45

Distance and Price Validation System for Free ShiggitgCommerce Using Batch Processin
Stephanie Pamela Adithama, Agitha Pramesti Sembiring and Eduard Rusdianto
Universitas Atma Jaya Yogyakarta, Indonesia

Abstract---PT XYZ is anoemmerce company that applies free shipping services. Every mont
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company will receive a shipping transaction invoice from thpedty logistics, in the Excel file. T
operational division will perform a manual validation process between distance and price
data in the Excel file. With manual processes, several prabeie, such as long processing ti
and errors caused by human factors. The validation system will use batch processing to
extensive data without interruption and will be executed using the Spring Batch framework
programming language used Jawva with a Spring Boot framework. The system can acce
Excel file that contains a collection of invoice notes and then process them, resulting in a
The average amount of data an employee can do per day with a time of two hours is 50(
After the system is implemented, the validation process takes 120 seconds for 500 dat
percentage for time reduction is 98.33%.

A3024
17:45-18:00

A Study on Media Literacy of Industrial Education
Kanyuma Jitjumnongasapitch Chujai and NoritsuglKamata
King Mongkut’'s University of Tech

Abstract---Even in our informatioforiented society, school education has not been able to f
utilize the media. In order to secure the knowledge of electrical power generatistutients, it
is necessary to consider how to use media more effectively. To that end, we aim to dg¢
future educational activities after organizing and grasping information literacy, media litg
technol ogy I|iteracy, e tnadditidn,nn the process of pracscimdth
presentation making full use of media, the students aim to foster their thinking, judgment
expression.

Dinner @ Restaurant
<18:00-20:00>
Note: Dinnercoupon is needed for entering the restaurant.
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A1005

Using Distillation to improve network performance after Pruning and Quantization
Zhenshan Bao, Jiayang Liu, Wenbo Zhang
Beijing University of Technologghina

Abstract---As the complexity of processing issues increases, deep neural networks requirg
computing and storage resources. At the same time, the researchers found that the deep
network contains a lot of redundancy, causing unnecessary waste, and the rketvoalel needs
to be further optimized. Based on the above ideas, researchers have turned their attenti
building more compact and efficient models in recent years, so that deep neural networks (¢
better deployed on nodes with limited resources éahance their intelligence. At present, th
deep neural network model compression method have weight pruning, weight quantization
knowledge distillation and so on, these three methods have their own characteristics, whig
independent of each otheand can be selfontained, and can be further optimized by effecti
combination. This paper will construct a deep neural network model compression framg
based on weight pruning, weight quantization and knowledge distillation. Firstly, the modg
be double coarsgrained compression with pruning and quantization, then the original netv
will be used as the teacher network to guide the compressed student network. Train
performed to improve the accuracy of the student network, thereby furthecelerating and
compressing the model to make the loss of accuracy smaller. The experimental results sh
the combination of three algorithms can compress 80% FLOPs and reduce the accuracy
1%.
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